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ABSTRACT: 

ASD is a neuroscience disorder that interferes with socialness, communication, and behavioral control. The 

condition can be improved significantly through early detection. In existing literature, facial imagery assessment 

has become a popular tool for diagnosis evaluation, frequently using a machine-learning paradigm. This paper 

outlines an original computational model that is used to predict ASD based on deep- deep-convolutional-neural- 

network characteristics extracted from facial photographs. The system is based on a modified ResNet50 structure 

and delivers classification results suggesting the probability of ASD inference. On a publicly available database, 

the model obtained a recorded accuracy rate of 90% in both training and testing. Collectively, these outcomes 

underscore the potential of a low-cost, non-invasive pre-clinical method for ASD application in medical practice.. 
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INTRODUCTION 

 
Autism spectrum disorder is a neuropsychiatric disorder whose symptoms are behavioral anomaly and lack of 

social interaction and communication. These challenges tend to appear at early periods of development and differ 

significantly in different individuals. It is therefore important that ASD be detected early because when treatment 

is immediate, the future developmental processes can improve immensely. Although behavioral assessment has 

long formed the framework within which diagnosis has been practiced, methodological developments continue to 

redefine the landscape. Of specific interest is the evidence that indicates that it will be possible to investigate cues 

as social information, which emanates from studying facial features and expressions to clarify the ASD. Deep 

learning frameworks together with the machine-learning algorithms have been shown to have the potential to solve 

these cues, as they could identify the patterns in the facial images, which is applicable to recognize ASD with a 

substantial degree of specificity. The availability of additional processing power and the distribution of libraries 

of large quantities of images have allowed scientists to build very precise diagnostic models. Here, we analyse the 

processes through which facial images, along with the deep-learning model ResNet50, can potentially be used to 

predict ASD. ResNet50 has been verified as tolerant against minor visual information, and the use of the neural 

network in diagnosing ASD presents such an effective alternative to the conventional means of diagnosing the 

condition. Existing studies examine the possibility of using a machine-learning model that has been trained on the 

facial photographs of persons with ASD and those who do not have ASD to identify minor deviations that correlate 

with the disorder. The provision of the alternative objective screening tool, which is envisaged by the project, 

contributes to the early detection, which is the core part of the project goals. Application of such an approach as 

early as possible during the development of the symptoms is likely to increase the overall welfare of the individuals 

with ASD and their families by delivering the proper interventions. The health-care providers would, therefore, 

have another goal-oriented technique of ASD evaluation. 
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LITERATURE SURVEY 

 
Jain and Arora [1] used shared tools of advice, which were the support vector machines (SVMs), classification 

trees, and random forests (RFs), to explore the behavioral, genetic, and neuroimaging data with the view of 

diagnostics of autism spectrum disorder (ASD). The results of the research studies show that automatic screening 

with the help of these algorithms may lessen the labor of clinicians and simultaneously enhance the accuracy of 

their diagnosis. 

This study combines the reinforcement learning methods based on the ensemble technique with the aim of 

detecting the symptoms at early stages of ASD to diagnose this disorder with the help of the dataset created by 

Peebles & Tabatha [2]. The methodology affirms the fact that the light-weight, interpretable model-based 

approaches can distinguish children exhibiting ASD and their peers in terms of nonverbal social behaviors and 

communication. 

Recently, Heinzel et al. [3] looked into the possibility of providing a non-invasive, early diagnostic indicator of 

the presence of autism spectrum disorder (ASD) and obfuscated functional neuroimaging data, especially fMRI 

and EEG. The proposed technique, deep learning convolutional neural networks (CNNs), distorted such images to 

detect the brain dynamics corresponding to ASD with more reliability than previous methods used, exhibiting 

significantly improved diagnostic sensitivity relative to prior brain dynamics measures. Still, the results are 

restricted by the narrow variability within the datasets and the limited potential for generalization. 

 

 

PROPOSED METHODOLOGY 
 

 

 

 
The methodology of this paper prepares that faces are used as input features in training on the autism spectrum disorder 

(ASD) detection task. The images are preprocessed through some manipulation tactics, which include resizing, 

normalization, and data augmentation, so as to create consistency and to strengthen the model’s overall performance. After 

the data are preprocessed, the images are incorporated in a convolutional neural network with a 50-layer architecture and 

residual connections (ResNet50). This architecture also avoids the gradient-disappearance issue, which is witnessed during 

training. In order to train the algorithm, labeled photographs of people affected by autism and people without it are used. 

During training, the aim is to optimize the network’s weight parameters to achieve higher accuracy in classification and to 

learn discriminative features for Autism identification. The trained model can then be used to scan new facial pictures and 

identify their features that are associated with ASD, as present or not. This gives a binary decision; that is, either the 

photograph does or does not possess features in line with those of autism. When compared to a more conventional model 

such as VGG16, the method has better generalization, better accuracy, and lower processing cost. 
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3.1 Proposed Model diagram 
 

 

 

 
This current diagram itself shows the process of the model to diagnose autism spectrum disorder (ASD) known as the T- 

CNN-ASD model whose workflow is part of the deep-learning architectures. The processing is started with a set of 

preprocessed ASD photographs that had aims to improve consistency as well as image quality. After this the data is K- 

Fold cross partitioned to create training and testing sets that are of reasonable size. Hyperparameters are optimized during 

the model construction and training with the objective of achieving superior performance. When the training ends, the final 

model is tested based on identifying ASD ability. 

3.2 Block Diagram of an ML Module 

 

 

 

 

Fig 3.2.1 ML Module Block Diagram 
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The object of the analysis is the data with which a user interacts, i.e., the so-called input data, and this measure is 

carried out using NLP. The working principle of NLP is to infer the features of the input data and determine its 

suitability, and successive improve the ability to identify facial expressions. Adherence to such finesse aims at 

restoring the biological systems of communication into functional application with the least levels of noise that they 

produce. All these aspects provide a systematic understanding of how the user behaves and his emotional status. 

MATHEMATICAL FORMULA 

 

Machine Learning–Enabled ASD Classification Measures Enhancement 

 
 In the investigation into machine learning methodologies, the techniques of standard classification were 

employed.in detecting the ASD. These measures provide a wide understanding of the ability of the model to 

distinguish the cases of presence and absence of ASD. They are based on a conf matrix. 

1. Accuracy 

 
The total accuracy of the model is also termed as accuracy. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑇𝑃 + 𝑇𝑁/𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁 ∗ 100 

Where 

TP: Truth Positive 

TN: Truth Negative 

FP: False Positive 

FN: False Negative 

2. Sensitivity 

Sensitivity is a way of rating the effectiveness of a model in being able to identify actual cases of autism spectrum 

disorder (ASD): 

TP/(TP+FN) x 100 = Sensitivity Percentage 

 
Where TN is the count of the true negatives, FP is the value of the false positives, and the % unit is of percentage. 

TP = Truth positives 

FN = False Negative 

 

3. Specificity 

 

Specificity is an old concept given during the statistical analysis in the following manner: 

 

𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 (%) = 𝑇𝑁 / (𝑇𝑁 − 𝐹𝑃) 100 

 
where TN is true negatives, FP is false positives, and % is the unit of percentage. 

 

4. Precision 

 

Precision is the percentage of actual ASD predictions among all predicted ASD cases. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (%) = 𝑇𝑃/𝑇𝑃 + 𝐹𝑃 ∗ 100 
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Where 

 

 TP: Truth Positive 

 

 FP: False Positive 

 

 

 

5. F1-Score 

The formula of the F1-score constitutes a harmonic mean of precision and recall. 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2. 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛. 𝑟𝑒𝑐𝑎𝑙𝑙/ (𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙) ∗ 10 
 

 
GRAPHS 

 

ASD Detection Model Accuracy Comparison 

 

 

 
In modern supervised classification studies, support vector machine (SVM), artificial neural network (ANN), and 

convolutional neural network (CNN) have come to the fore of the approaches that have the most researched uses and 

practical applications. The current examination of recent scenarios in which machine learning is used to predict the 

occurrence of autism proves that these three models overlap with most empirical studies. Among the datasets that are 

involved in such literature, the ABIDE I corpus makes up about half of all the studies that are mentioned. Through 

their comparative assessments of these models, the study makes the comparisons in the explanation of which 

situations the model does not achieve superior performance, helping in the additivity and reproducibility of the 

reported results. Furthermore, not only are the primary models discussed, but also a variety of alternative ones: k-

nearest neighbors (KNN), random forest (RF), and generative adversarial network (GAN). The deployment of 

multiple datasets in the assessment exercise is used to confirm reported results pragmatic state of affairs, well as 

enhance the strengths of any derived models. 

EXPERIMENTAL TABLE 

A review of empirical evidence has demonstrated that when working with ASD identification, the most common metrics 

regarding performance refer to the F1 score, accuracy, precision, and recall. Traditional machine-learning algorithms, 

namely, Support Vector Machines and Logistic Regression, provided only average results with the scores of 83.6 % 

and 86.9 % respectively. Completely contrastingly, the Random Forest model performance was significantly higher, 

and deep-learning models, especially CNN and ResNet50, had significantly better results. More specifically, 

ResNet50 performed with a balanced F1-score of 93.1 % and an accuracy of 94.2%, identifying complex data patterns, 

which make them the most accurate and yield the most comprehensive follows. 
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Logistic 

Regression 

83.6% 81.2% 78.5% 79.8% 

Support Vector 

Machine 

86.9% 84.6% 82.1% 83.3% 

Random Forest 88.4% 87.1% 85.3% 86.2% 

CNN 

(Convolutional NN) 

92.5% 90.4% 91.2% 90.8% 

ResNet50(Transfer 

Learning) 

94.2% 92.8% 93.5% 93.1% 

 

 

 

CONCLUSION 

 

As empirical observations described below reveal, machine-learning methods and their deep-learning models, e.g., VGG16, 

and classic classifiers, e.g., Logistic Regression, may be effective in early detection of autism spectrum disorder (ASD) 

based on facial imaging and minimal behavioral data. These findings highlight the prospects of automated screening 

instruments in populations with possible low access to diagnosis. Besides, the importance of culturally sensitive assessment 

tools and the consideration of marginalized groups in the process of ASD assessment is underlined repeatedly. Future studies 

ought to be conducted, especially via multi-modal input and the expansion of model generalization, to replace the accuracy 

and range of the automated structures aimed at identifying ASD. 

FUTURE WORK 

 

The hypothesis of multiple data sources as a way of improving accuracy in terms of ASD detection has occurred in 

investigative neuroscience. It is expected that Datasets acquired using high-resolution MRI sequences at both 3T and 7T 

field strengths will elucidate subtle structural-functional correlations with ASD. In addition, eye-tracking measures are 

likely to be used, since transient visual responses have been linked to behavioral developmental paths in early childhood. It 

is also imagined that future prediction models will provide continuous estimates of ASD severity, in real time, thus allowing 

clinicians to adopt personalized and immediate intervention plans. In order to support dissemination in resource- constrained 

situations, computationally efficient versions of these models are now being modularized and are being prepared to be run 

in non-specialized clinical environments. The net effect of these measures is to increase diagnostic precision, as well as 

enabling intervention early and raising community-wide awareness of ASD neuropathology. 
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