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ABSTRACT 

Cyberbullying has become a serious problem on social networks, causing significant emotional and psychological harm to users, 

especially teens and young adults. As user-generated content rapidly increases, manual monitoring methods are ineffective for providing 

timely and effective responses. To address this, the current study introduces a machine learning-based approach designed to detect 

cyberbullying over recent days. The model uses NLP to analyze linguistic patterns in social media text, allowing it to differentiate 

between harmful and harmless messages. Algorithms used include supervised learning methods like SVMs, ensemble trees, and intelligent 

programs that improve with experience and are tested on standard datasets. Evaluation relies on common key metrics, such as accuracy 

and completeness. These approaches are especially useful for understanding language context, making them well-suited for scalable, real-

time cyberbullying detection systems. 
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I. INTRODUCTION 

With the rise of social networking sites, human interaction has been subject to a marked change in communication.  Although these 

platforms facilitate social interaction and promote community building, they have simultaneously become environments conducive to 

detrimental conduct, most notably cyberbullying. Cyberbullying involves using digital communication technologies to harass, threaten, 

embarrass, or target individuals, often leading to serious emotional and psychological effects. Unlike traditional bullying, cyberbullying 

happens at scale, with anonymity, and at high speed—making it harder to detect and more damaging to victims. Given the massive 

volume of content posted daily on platforms like Twitter, Facebook, and Instagram, manual content moderation is no longer enough to 

ensure 

 

 

 

FIGURE 1.1: Graph showing the rise in cyberbullying cases over the past few years. 
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Key observations: 

• The average victimization rate is known to be 27.8%, meaning over half of the students, on average, indicated they were 

victims of online bullying across this period. 

• The average offense rate is 15.7%, meaning roughly 1 in 6 students acknowledged having bullied others online. 

• Victimization rates increased noticeably over time — for example, from about 18% in 2007 to around 36.5% in March 2019.  

• From 2007 through 2019, the proportion of students experiencing cyberbullying was persistently greater than those admitting to 

it, underscoring the hidden nature of perpetration. 

II. LITERATURE SURVEY 

• Detecting, growing concern around cyberbullying has emerged in recent years as a consequence of the increasing reliance on 

social media and digital communication platforms. Conventional reporting mechanisms often fail to detect harmful content 

promptly, highlighting the necessity for automated, intelligent systems. Researchers have relied on supervised machine learning 

approaches, where learning models are trained on labeled datasets to detect cyberbullying patterns. These models use 

characteristics such as offensive language, emotional tone, and textual elements, including n-grams, to classify harmful content 

versus non-harmful messages (Al-Gardai91, Varathan, Ravana [1]). 

• Artificial intelligence has proven to be an effective tool in detecting toxic behaviour online. Honestly, when you combine NLP 

with models that become smarter as they process more data, you start catching all kinds of online abuse—even the sneaky stuff. 

Like sarcasm, strange slang, and inside jokes? Yeah, those usually slip right past keyword filters. But these smarter systems can 

detect them. Recent research efforts have been directed toward the idea of combining traditional text analysis with things like 

user behaviour—how people act online, not just what they say. It greatly improves accuracy (shoutout to Dadvar, de Jong, 

Wiggers, and the rest [2]). 

• The implementation of enhanced neural networks has also strengthened cyberbullying detection frameworks. Neural network 

architectures, such as CNNs and RNNs, have proven to perform well because these models can capture linguistic context and 

sequential text dependencies. The models can extract complex features automatically, with minimal manual intervention. 

Improvements happen naturally, and it is very impressive with the implementation of typical machine learning model designs 

(Zhao, Zhou, Mao, and others [3]). 

• Some researchers refer to the problem posed by domain-specific terminology within online environments, language vocabulary, 

and style of cyberbullying can vary across platforms and communities. In response, transfer learning and pre-trained models, 

such as BERT, are being proposed. It has been leveraged, and systems can be trained on data once and still apply to unrelated 

data distributions with minimal additional training required (Pamunkeys, Basile, Patti [4]). 

III. PROPOSED METHODOLOGY 

The cyberbullying detection system has a logical, clear order. It begins by collecting social media data, such as Twitter and Facebook, 

that is created by users. This information may be in the form of a post, a commentary, or a message. Once a collection has been made, 

the text is preprocessed, thus creating homogeneity and clarity. The cleaning process will be done by lowercasing all characters, stripping 

the marks and other unnecessary symbols and common stop words, then lemmatizing and tokenizing words simplified to their base lines. 

It cleans the text, and the text feature extraction is transformed into a numeric form. They derive the semantic meaning of the text on the 

basis of such methods as Term Frequency-Inverse Document Frequency (TF-IDF) or more sophisticated contextual embeddings such as 

those used in BERT models. These numerical vectors are then interpreted through several machine learning algorithms: SVM, Random 

Forests, and LSTM networks. Particularly, the approaches that rely on BERT offer better context sensitivity and subtle insights. 
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FIGURE 5.1: Block diagram for cyberbullying 

The cyberbullying detection framework uses an organized pipeline, whereby data is mined (this excludes the use of user-generated content 

posted on social networks). Such sites include Twitter and Facebook. It may be postings, comments, or direct messages. Preprocessing is then 

used to normalize the structure and meaning of the text collection by first converting all the characters to lower case, removing irrelevant 

characters and punctuation, as well as stop words using tokenization, and making words their base form using lemmatization. One more 

preprocessing process is text cleaning and converting it into a machine-readable form by applying feature extraction methods. These methods 

involve transforming terms into such representations as term frequency-inverse document frequency (TF-IDF) or high-dimensional 

contextual embeddings (e.g., by BERT). The non-monetary data is converted into numerical vectors representing the meaning and context of 

the words, which consequently allows the application to handle it appropriately. Processed data is then fed into the ensemble of machine 

learning algorithms, which are SVM, Random Forest, and LSTM networks. The intended use of BERT-based models is to fix a classification 

problem with the idea that a message includes cyberbullying. The system classifies the data of a bully or a non-bully.  

IV. Mathematical Formulas 

In this project, math plays a crucial role in checking how well the AI models are doing and in breaking down the text data. To be more 

specific, three important formulas are mainly used for evaluation and analysis 

➢ Dataset Representation 

Let the dataset be represented as: 

𝐷 = {(𝑥1, 𝑦1), (𝑥2, 𝑦2), … , (𝑥𝑛, 𝑦𝑛)}𝐷 = \{(𝑥_1, 𝑦_1), (𝑥_2, 𝑦_2),\𝑑𝑜𝑡𝑠, (𝑥_𝑛, 𝑦_𝑛)\}𝐷
= {(𝑥1, 𝑦1), (𝑥2, 𝑦2), … , (𝑥𝑛, 𝑦𝑛)}  

Where: 

• 𝑥1= input text instance (e.g., tweet, post) 

• 𝑦𝑖 ∈ {0,1}𝑦_𝑖 \𝑖𝑛 \{0,1\}𝑦𝑖 ∈ {0,1} = label (0: non-cyberbullying, 1: cyberbullying) 

• n = total number of training examples 
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➢ TF-IDF (Term Frequency–Inverse Document Frequency) 

To numerically represent text data, we use the TF-IDF formula: 

𝑇𝐹 − 𝐼𝐷𝐹(𝑡, 𝑑) = 𝑡𝑓(𝑡, 𝑑) × log(𝑁𝑑𝑓(𝑡)) \𝑡𝑒𝑥𝑡{𝑇𝐹 − 𝐼𝐷𝐹}(𝑡, 𝑑)

= \𝑡𝑒𝑥𝑡{𝑡𝑓}(𝑡, 𝑑) ×\𝑙𝑜𝑔 ( \𝑓𝑟𝑎𝑐{𝑁}{\𝑡𝑒𝑥𝑡{𝑑𝑓}(𝑡)})𝑇𝐹 − 𝐼𝐷𝐹(𝑡, 𝑑) = 𝑡𝑓(𝑡, 𝑑) × log(𝑑𝑓(𝑡)𝑁) 

Where: 

• t = refers to a specific word or keyword that we want to look for within the text. 

• d = stands for a single document in the dataset — this could be one post, comment, or even an entire article. 

• tf (t, d) = how many times the word t appears inside the document d. 

• df(t) = how many documents contain the word t at least once. 

• N = total number of documents we are looking at in the dataset. 

 

➢ Word Embeddings using BERT 

To capture contextual semantics, BERT encodes each sentence into a dense vector: 

𝑥𝑖 = 𝑓𝐵𝐸𝑅𝑇(𝑠𝑖)𝑥_𝑖 =  𝑓_{\𝑡𝑒𝑥𝑡{𝐵𝐸𝑅𝑇}}(𝑠_𝑖)𝑥𝑖 = 𝑓𝐵𝐸𝑅𝑇(𝑠𝑖)  

Where: 

• 𝑠𝑖𝑠_𝑖𝑠i = input sentence 

• 𝑓𝐵𝐸𝑅𝑇𝑓_{\𝑡𝑒𝑥𝑡{𝐵𝐸𝑅𝑇}}𝑓𝐵𝐸𝑅𝑇 = pre-trained BERT encoder 

• 𝑥𝑖 ∈ 𝑅𝑑𝑥_𝑖 \𝑖𝑛 \𝑚𝑎𝑡ℎ𝑏𝑏{𝑅}^𝑑𝑥𝑖 ∈ 𝑅𝑑 = resulting dense vector (embedding) 

 

➢ Classification Function 

A binary classifier (e.g., Logistic Regression or Neural Network) is used: 

𝑦^ = 𝜎(𝑤𝑇𝑥 + 𝑏)\ℎ𝑎𝑡{𝑦}  = \𝑠𝑖𝑔𝑚𝑎(𝑤^𝑇 𝑥 +  𝑏)𝑦^ = 𝜎(𝑤𝑇𝑥 + 𝑏)  

Where: 

• b = bias term 

• σ\sigma = sigmoid activation function 

• 𝑦^ ∈ [0,1]\ℎ𝑎𝑡{𝑦} \𝑖𝑛 [0,1]𝑦^ ∈ [0,1] = predicted probability of being cyberbullied. 
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Graph 1: AUC Curve of Stacked Ensemble Model for Cyberbullying Detection. 

Figure 4 shows the ROC curves, which help evaluate how effectively the stacked model detects cyberbullying. Initially, the approach was 

tested only on Twitter data and achieved an AUC score of 0.97, demonstrating excellent accuracy in distinguishing harmful from harmless 

content. This indicates strong performance in classifying both categories. Later, the system was run on a mixed dataset that included texts 

from both Facebook and Twitter. Even with this added variety, it still performed well with an AUC of 0.94. In both tests, the ROC curves 

stayed close to the top-left corner, suggesting a high number of correct detections and few false positives. Overall, these AUC scores 

indicate that the approach performs effectively across different platforms while maintaining accuracy in identifying unsafe or harmful 

online material. 

V. EXPERIMENTAL RESULT 

Four key performance measures- We employed four major key performance indicators, such as how frequently the system correctly 

detects bullying, how cautious in determining performance, the F1 score, a metric that combines precision with recall, number of bullying 

messages it can identify, and the combined value of these scores to determine the better model and their differences. Collectively, these 

measures assess the effectiveness of the model in identifying and managing bullying through text post detection. Overall, the models 

performed very well, each excelling in its way. Standard algorithms like SVM and Logistic Regression showed consistent accuracy and 

F1 scores, indicating their ability to recognize general text patterns. However, they did not outperform in understanding the semantics and 

complex language contexts. Thanks to its capacity to handle complex data, the RF model outperformed traditional methods in feature 

interactions and non-linear relationships, scoring an F1-score of 85.4% achieving an 89% accuracy. The LSTM networks excelled at 

identifying sequential relationships in the data, yielding the highest performance at 98% among the models considered. Meanwhile, the 

BERT model exhibited a marginally lower overall accuracy of 2.9%, but at 82.9%, it outperformed others in precision (92.1%) and recall 

(93%), resulting in a sophisticated F1-score of 92%. This demonstrates BERT's ability to understand context and tone in language. The 

study shows that advanced methods like BERT are more effective at identifying hidden or complex forms of cyberbullying that cruder 

classifiers might miss. Meanwhile, LSTM's strength lies in controlling long-term textual dependencies with high accuracy. Such outcomes 

give a framework upon which researchers and practitioners can build for determining the optimal model, depending on their distinct 

objectives in detecting instances of cyberbullying. 
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Model Accuracy Precision Recall F1-score 

Logistic Regression 85.2% 83.1% 80.5% 81.8% 

Support Vector Machine 87.3% 86.5% 82.5% 82.5% 

Random Forest 89% 89.7% 85.6% 85.4% 

LSTM 98% 83.8% 87.5% 87.4% 

BERT 82.9% 92.1% 93% 92% 

 

TABLE 1: Performance Comparison of Detection of Cyberbullying Using Machine Learning Techniques. 

 

 

VI. CONCLUSION 

The work presented by the authors provides a framework for implementing an AI-based solution aimed at detecting instances of 

cyberbullying during the early stages of deployment on social media. This approach combines modern NLP with supervised machine 

learning, using specific features to differentiate harmful from benign online messages. Several classification models were tested, including 

LSTM and BERT. The evaluation employed standard quantitative metrics such as accuracy, precision, recall, and the F1-score, offering a 

comprehensive view of each model's performance. Notably, BERT achieved an F1-score of 92%, demonstrating strong contextual 

understanding capable of recognizing sarcasm and implicit abusive language. Additionally, LSTM reached an impressive accuracy of 98%, 

due to its effectiveness in modeling sequential textual data. The analysis supports the conclusion that deep learning models outperform 

traditional methods in detecting subtle cases of cyberbullying. The proposed system could be effectively used for live social media 

monitoring, enabling automatic flagging of harmful content and prompt remedial responses. This system offers a promising approach to 

lowering the psychological impact of online harassment and fostering safer online environments through automated moderation and more 

precise detection of abusive behavior. 

 

VII. FUTURE ENHANCEMENTS 

Future advancements in cyberbullying detection systems are expected to use multimodal data processing, combining not only text but also 

visual, auditory, and symbolic content such as images, videos, emojis, and voice recordings. This change is crucial because online abuse 

often goes beyond written messages, appearing through memes, manipulated media, and spoken insults. By integrating these different 

input types, AI models can perform more comprehensive content analysis, leading to better detection of harmful behaviours in context. 

New methods utilize deep learning architectures, including transformer-based models like BERT and GPT, which excel at capturing 

linguistic nuances such as sarcasm, coded language, and implicit threats—areas where traditional classifiers may fall short. To improve 

real-time response, automated detection systems can quickly flag inappropriate content, enabling faster moderation and user safety. 

Moreover, combining learning algorithms with adaptive features, such as online learning and continuous model retraining, helps the 

system adapt to new digital slang, communication trends, and changing user behaviours, maintaining high accuracy without needing 

frequent manual updates. 
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