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1. Introduc�on 

1.1. Background Enhancing survival predic�ons for pa�ents undergoing allogeneic hematopoie�c stem 

cell transplanta�on (HCT) is a cri�cal challenge in healthcare. Tradi�onal predic�ve models frequently 

fail to address dispari�es associated with socioeconomic status, race, and geographic loca�on. 

Addressing these gaps is essen�al not only to improve pa�ent care but also to op�mize resource 

alloca�on and rebuild trust in the healthcare system. 

1.2. Problem Statement While predic�ve models can offer valuable insights, there is a pressing need 

for more equitable models that ensure fairness and accuracy, par�cularly across diverse pa�ent 

groups. Exis�ng models o�en overlook or inadequately account for the variability in pa�ent 

backgrounds, medical histories, and other relevant demographic factors. This research seeks to fill that 

gap by developing survival predic�on models that are both accurate and equitable. 

1.3. Goal of the Paper This paper aims to enhance survival predic�ons for HCT pa�ents by combining 

both accuracy and fairness in predic�ve modeling. We focus on building models capable of addressing 

dispari�es in health outcomes by using synthe�c data, reflec�ng real-world clinical diversity, while also 

safeguarding pa�ent privacy. 

 

2. Deep Learning Models 

2.1. Introduc�on 

Long Short-Term Memory (LSTM) networks, a specialized type of Recurrent Neural Network (RNN), are 

par�cularly suited to handle and model sequen�al data, which makes them effec�ve for �me-series 

predic�ons and survival analysis tasks. Their ability to capture long-term dependencies and preserve 

relevant historical informa�on sets them apart from tradi�onal neural networks and even earlier RNN 

variants. In healthcare, predic�ng pa�ent survival, such as event-free survival (EFS) a�er a medical 

procedure, depends significantly on �me-dependent features, like medical histories and recovery 

processes, both of which are captured effec�vely by LSTMs. 

In this literature survey, we explore how LSTM networks are applied in various domains, specifically in 

predic�ng survival outcomes, highligh�ng their advantages, challenges, and some relevant works that 

showcase their efficacy in dealing with temporal data. 

2. Overview of LSTM Networks 

The idea of LSTM networks was first proposed by Hochreiter and Schmidhuber in 1997 as a solu�on to 

the vanishing gradient problem commonly encountered in RNNs (Hochreiter & Schmidhuber, 1997). 

This issue arises in standard RNNs due to the difficulty in learning long-range dependencies, 

par�cularly in �me-series data. LSTMs mi�gate this by maintaining memory over long sequences, thus 

learning both short- and long-term dependencies. 
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An LSTM network is composed of memory cells, which can retain informa�on over mul�ple �me steps. 

These memory cells, in turn, are regulated by three key gates: the Forget Gate, the Input Gate, and the 

Output Gate. 

 Forget Gate: This gate controls the reten�on of previous informa�on in the memory cell, 

deciding which informa�on is irrelevant and should be discarded. 

 Input Gate: The input gate determines which new data should be incorporated into the 

memory. 

 Output Gate: This gate outputs the current state of the memory cell, determining what part 

of the retained memory is most relevant to the next step. 

By u�lizing these gates to manipulate the flow of informa�on in a dynamic, step-wise manner, LSTMs 

manage to keep essen�al temporal rela�onships intact, which is par�cularly useful in fields like survival 

analysis, medical predic�on, and sequen�al forecas�ng. 

3. Applica�ons of LSTMs in Healthcare and Survival Analysis 

The use of LSTM networks in healthcare has become increasingly popular due to their ability to 

effec�vely model temporal sequences in pa�ent data. Specifically, survival analysis models for pa�ents 

undergoing treatments, surgeries, or other medical procedures o�en involve learning from historical 

pa�ent data to predict cri�cal outcomes like survival �mes, relapse probabili�es, and recovery rates. 

Several works demonstrate the applicability of LSTMs in medical research and survival predic�on. 

These networks can learn complex dependencies such as the effects of medical treatments on pa�ent 

outcomes over �me, integra�ng clinical factors such as age, ethnicity, and medical histories. Here are 

some examples: 

 Medical Diagnosis and Prognosis: In studies like Lipton et al. (2016), LSTMs have been u�lized 

to model pa�ent medical records for be�er diagnos�c and prognosis tasks, where historical 

features such as lab test results and hospital visits inform long-term pa�ent management. This 

work demonstrated the ability of LSTMs to learn intricate medical �melines and produce 

clinically viable predic�ons. 

 Heart Disease Predic�on: LSTMs have shown promising results in heart disease predic�on, a 

cri�cal health condi�on o�en affected by sequences of factors over �me. Research by Zheng 

et al. (2015) applied LSTM-based models to �me-series data on heart pa�ents and found 

improved performance over tradi�onal methods. 

 Cancer Survival Predic�on: In cancer-related survival analysis, LSTMs have been used to 

predict the survival of pa�ents based on clinical and genomic data. In Wang et al. (2018), the 

authors proposed a hybrid LSTM network to integrate both clinical data and molecular 

informa�on for more robust survival predic�ons in cancer pa�ents, achieving a be�er 

performance than conven�onal methods such as Cox Propor�onal Hazards models. 

4. Advantages of LSTM Networks 

LSTMs come with several key advantages, which are responsible for their growing popularity in 

healthcare-related applica�ons: 

Handling Complex Sequences: Healthcare data is o�en sequen�al, such as the progression of disease 

symptoms, medica�on administra�on schedules, or pa�ent recovery records over �me. LSTMs' ability 
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to process and learn from these complex sequences gives them an edge over sta�c models, which are 

unable to account for the �me-related nature of medical treatments or pa�ent history. 

 Example: In predic�ng event-free survival (EFS) for pa�ents undergoing hematopoie�c stem 

cell transplanta�on (HCT), an LSTM can track the sequences of medical history, transplant 

specifics, post-transplant recovery stages, and eventual relapse or survival outcomes. This 

sequen�al input is integral to survival predic�on and EFS modeling. 

Capturing Temporal Dependencies: LSTMs are inherently well-suited to capture temporal 

dependencies because of their memory cells. In many medical situa�ons, past events can influence 

future outcomes — a no�on central to survival analysis. 

 Example: For pa�ents undergoing organ transplants, past clinical data about treatments and 

recovery must be incorporated to predict the future success or complica�ons, making LSTMs 

highly appropriate for survival predic�on. 

Modeling Non-linear Rela�onships: Medical data o�en exhibit complex, non-linear rela�onships 

between various variables. Standard sta�s�cal models might fail to capture these intricate pa�erns, 

but LSTMs are capable of learning such non-linear rela�onships. 

 Example: The rela�onship between a pa�ent’s pre-transplant condi�on, gender, age, and 

gene�c factors can influence post-transplant survival rates. LSTMs can learn this complex, non-

linear interplay over �me. 

5. Challenges of LSTM Networks 

Despite their advantages, LSTM networks are not without their challenges. Several important 

limita�ons should be acknowledged, especially in high-stakes applica�ons like healthcare. 

Large Datasets for Effec�ve Training: LSTMs rely on substan�al amounts of data for training, which is 

vital to avoid overfi�ng and ensuring that the model can generalize across pa�ent groups. In 

healthcare contexts, acquiring large datasets, especially for rare condi�ons, can be difficult or 

impossible. Moreover, maintaining pa�ent privacy and adhering to data privacy regula�ons is crucial 

when dealing with medical data. 

Interpretability: While LSTMs perform well in predic�on accuracy, their "black-box" nature makes it 

challenging to understand how specific decisions or predic�ons are made. In clinical se�ngs, 

understanding the ra�onale behind a predic�on is cri�cal for gaining trust and improving clinical 

outcomes. This interpretability issue limits the widespread adop�on of LSTM-based models in 

prac�cal, real-world healthcare applica�ons. 

 Example: Suppose an LSTM model predicts the 5-year survival rate for a pa�ent a�er an organ 

transplant. Clinicians need to understand which factors contributed to the model's output and 

how much weight each factor had in the decision process. 

6. Key Challenges in Medical Applica�ons of LSTM Networks 

 Bias in Data: Health datasets may contain biases, for example, reflec�ng socio-economic or 

racial dispari�es in treatment and outcomes. LSTM models could unknowingly amplify such 

biases, leading to unequal predic�ons across different pa�ent groups. Ensuring that LSTM 

models account for and mi�gate these biases is an ongoing area of research. 
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 Overfi�ng in Small Datasets: Healthcare data is o�en sparse, with limited samples available 

for training. Overfi�ng becomes a problem when the LSTM model learns only the noise in the 

data rather than generalizable trends, resul�ng in poor model performance on unseen data. 

 

3. Dataset Descrip�on 

The dataset contains 59 variables related to the allogeneic HCT, including demographics (e.g., age, sex, 

ethnicity) and clinical characteris�cs (e.g., disease status, treatment details). The primary target for 

predic�on is Event-Free Survival (EFS), with the �me to EFS tracked by efs_�me. This dataset is carefully 

balanced across racial categories like White, Asian, and African-American. 

3.1. Synthe�c Data Genera�on The data was synthe�cally generated using the SynthCity data 

generator, trained on CIBMTR data, ensuring that it mirrors real-world scenarios. SurvivalGAN, a 

method for genera�ng synthe�c survival data, was used to maintain temporal dependencies and 

censoring, common in survival analysis. This method is par�cularly adept at producing datasets that 

respect the rela�onships between features, important for accurate survival modeling. 

 

4. Model Architecture and Training 

4.1. LSTM Network Design The model architecture includes a single LSTM layer followed by a dense 

layer. The number of units in the LSTM (e.g., 64) and the output layer (e.g., a single unit for EFS 

predic�on) is dependent on the problem scope. 

4.2. Model Training The model is trained using Mean Squared Error (MSE) as the loss func�on. This is 

commonly used for regression tasks like survival predic�on, where the goal is to minimize the 

difference between predicted and actual survival �mes. Early stopping is implemented to avoid 

overfi�ng during training, which ensures the model does not perform well on the training data but 

poorly on unseen test data. 

4.3. Evalua�on Criteria We assess the model’s performance using the Concordance Index (C-index), 

which measures the ability of the model to correctly rank survival outcomes. The Stra�fied 

Concordance Index takes racial stra�fica�on into account, ensuring that the performance across 

different racial groups is assessed fairly. 

Code: 

import numpy as np 
import pandas as pd 
from tensorflow.keras.models import Sequen�al 
from tensorflow.keras.layers import LSTM, Dense 
from sklearn.model_selec�on import train_test_split 
from sklearn.preprocessing import StandardScaler 
from tensorflow.keras.callbacks import EarlyStopping 
 
# Step 1: Load the data (example) 
# Assuming your dataset is a CSV with pa�ent data in a �me-series format. 
# For demonstra�on, we'll use a synthe�c dataset (replace it with actual data loading in prac�ce) 
data = pd.read_csv('your_dataset.csv') 
 
# Step 2: Data Preprocessing 
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# Assume we have columns such as 'age', 'sex', 'ethnicity', 'medical_history', etc., for each �me step 
# Example preprocessing to split features and targets for LSTM 
 
# Define the number of �me steps and features 
�me_steps = 10  # Example: data observed over 10 �me steps 
num_features = data.shape[1] - 2  # excluding target variables 'efs' and 'efs_�me' (modify if necessary) 
 
# Create �me-series input (X) and targets (y) 
X = data.drop(columns=['efs', 'efs_�me'])  # Drop target columns 
y = data[['efs']]  # Assuming efs is the target variable 
 
# Normalize the features (op�onal, but commonly done with neural networks) 
scaler = StandardScaler() 
X_scaled = scaler.fit_transform(X) 
 
# Reshape the features for LSTM input (samples, �me_steps, features) 
X_reshaped = X_scaled.reshape((X_scaled.shape[0], �me_steps, num_features)) 
 
# Split the data into train and test sets 
X_train, X_test, y_train, y_test = train_test_split(X_reshaped, y, test_size=0.2, random_state=42) 
 
# Step 3: Build the LSTM Model 
 
model = Sequen�al() 
# Adding the LSTM layer (64 units as an example) 
model.add(LSTM(units=64, return_sequences=False, input_shape=(�me_steps, num_features))) 
# Adding a Dense layer for the output predic�on (1 unit for event-free survival predic�on) 
model.add(Dense(1)) 
 
# Step 4: Compile the Model 
model.compile(op�mizer='adam', loss='mean_squared_error')  # 'mse' is common for regression tasks 
 
# Step 5: Train the Model 
early_stopping = EarlyStopping(monitor='val_loss', pa�ence=5, restore_best_weights=True) 
 
history = model.fit(X_train, y_train, epochs=50, batch_size=32, valida�on_split=0.2, 
callbacks=[early_stopping]) 
 
# Step 6: Evaluate the Model 
test_loss = model.evaluate(X_test, y_test) 
print(f"Test Loss: {test_loss}") 
 
# Step 7: Make Predic�ons (e.g., on test data) 
predic�ons = model.predict(X_test) 
 
# Example output predic�on 
print(predic�ons) 
 

5. Evalua�on and Results 
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5.1. Concordance Index The concordance index (C-index) is computed to evaluate the discrimina�ve 

power of the predic�ve model. The C-index ranges from 0 to 1, where: 

 0.5 indicates random predic�ons, 

 1.0 indicates perfect predic�ons, 

 0.0 implies a perfect opposite predic�on. 

5.2. Stra�fied Concordance Index For this paper, we adopt a Stra�fied C-index, adjus�ng for racial 

diversity and ensuring fairness in model evalua�on across all pa�ent groups. 

import numpy as np 
import matplotlib.pyplot as plt 
from lifelines import KaplanMeierFi�er 
from lifelines import concordance_index 
 
# Example data: Replace these with your actual y_test (true event �mes) and y_pred (predicted 
survival �mes) 
y_test = np.array([5, 10, 2, 8, 14, 5, 9, 3])  # Example event �mes (survival �mes) 
y_pred = np.array([6, 11, 3, 7, 13, 4, 8, 4])  # Example predicted survival �mes 
 
# Calculate the Concordance Index 
c_index = concordance_index(y_test, y_pred) 
print("C-index:", c_index) 
 
# Now plot Kaplan-Meier survival curves for both actual and predicted survival �mes. 
# This will give us a visual sense of how well the predicted survival �mes match the actual data. 
 
# Step 1: Fit the Kaplan-Meier curve for actual data 
kmf_actual = KaplanMeierFi�er() 
kmf_actual.fit(y_test)  # Fit on actual survival �mes 
 
# Step 2: Plot the actual survival curve 
plt.figure(figsize=(10, 6)) 
kmf_actual.plot_survival_func�on(label="Actual Survival Times", color='blue') 
 
# Step 3: Fit the Kaplan-Meier curve for predicted data 
kmf_predicted = KaplanMeierFi�er() 
kmf_predicted.fit(y_pred)  # Fit on predicted survival �mes 
 
# Step 4: Plot the predicted survival curve 
kmf_predicted.plot_survival_func�on(label="Predicted Survival Times", color='red', linestyle='--') 
 
# Step 5: Add some visualiza�on se�ngs 
plt.�tle(f"Kaplan-Meier Survival Curves\nC-Index: {c_index:.4f}") 
plt.xlabel('Time (in arbitrary units)') 
plt.ylabel('Survival Probability') 
plt.legend() 
plt.show() 
 

6. Conclusion 

FOUNDRY JOURNAL[ISSN:1001-4977] VOLUME 28 ISSUE 1

PAGE NO : 60



Predic�ve models, especially LSTM networks, hold significant promise for improving event-free 

survival predic�ons in pa�ents undergoing allogeneic HCT. However, the success of these models 

depends on careful a�en�on to data diversity and fairness, par�cularly across different racial and 

ethnic groups. The applica�on of the Stra�fied C-index ensures that survival predic�ons are equitable 

and that healthcare outcomes are accurately predicted for all pa�ents, irrespec�ve of race or 

background. As model complexity grows, there must also be a concerted effort to improve 

interpretability in healthcare se�ngs to foster trust and adop�on. 

 

7. Future Work 

Further research will focus on enhancing model performance through techniques such as 

hyperparameter tuning, as well as integra�ng more pa�ent-specific features to be�er account for 

heterogeneity in the pa�ent popula�on. 
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